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Algorithms are everywhere. Chances are that before you got out of bed this morning an 
algorithm, running on your phone, was ready to offer the optimal route to the location that it 
determined – algorithmically – was your likely destination. Netflix, iTunes, and Amazon are using 
algorithms to recommend your media choices; Google is using an algorithm to rank your search 
results and shape your news feed. If you apply for a mortgage, an algorithm is determining your 
credit score; another algorithm is selecting the credit rate offer that you will receive in the mail 
for that new card you do not need but might apply for anyway – and when you receive that offer, 
rest assured that it is because an algorithm has already determined that this is the offer most 
likely to entice you to apply.  
 
These, and many others, are examples of predictive algorithms – algorithms that make guesses 
about the future in order to make recommendations or decisions. Your phone analyzes your past 
movements and historic traffic patterns to recommend the best route to work – deciding on that 
destination, because that is where you typically go on a weekday. Media companies combine 
information about you with information about previous choices – yours and those of others like 
you – to identify items they predict you will enjoy (or at least select). Credit scoring leverages 
information about past borrowing and borrowers in order to predict default risk, and credit 
companies use the information to make loan decisions and set interest rates.  Advertisers use 
details about information seeking, purchases, and demographics to deliver ads that are predicted 
to attract viewer attention.   
 
Predictive algorithms abound in the justice system as well.  Predictive policing uses algorithms to 
allocate policing resources to locations where, according to the algorithm, those resources are 
most likely to be needed (Perry, 2013). In the US, predictive algorithms determine the likelihood 
an offender will recidivate (Equivant, 2019) – information that is taken into account for bail and 
sentencing decisions. Some argue that AI might even, eventually, replace judicial decision making 
by analyzing past decisions and extrapolating the results for new decisions (Sourdin, 2018; but 
see Kerr and Mathen, 2014). In Estonia, this is already well on the way, with AI ‘judges’ in 
development that will make decisions in small claims court.1 
 
Prediction is a natural, and indeed necessary, human endeavour (Schauer, 2009).  Our survival as 
a species depended on our ability to predict whether an animal would attack or retreat, and 
where the best hunting might be found; today, individual survival depends on predictions such 
as the behaviour of drivers who share the road with us (is that car going to turn in front of me, 
or wait?).   

 
1https://150sec.com/estonia-to-empower-ai-based-judge-in-small-claims-court/10985/ 
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Top-down predictions influence and shape our perceptions (O’Callaghan et al., 2017); prediction 
is core to our cognitive capacities (Bubic et al., 2010); predicting what other people are going to 
do is central to social relations (Frith and Frith, 2006). Algorithmic prediction, then, is new only 
in that the mechanism of prediction is computational: prediction itself is a familiar feature of 
human decision making.  
 
There is an inescapable ground truth about prediction, be it human or algorithmic: prediction of 
the future depends entirely on information about the past. Predictions are essentially projections 
of history into a future world. In order to make these predictions, we extract patterns or 
relationships from the complex, variable, messy, and incomplete information we have about the 
past. Our predictions rest on the assumption that regularities discoverable in the past will (or in 
the case of some decisions based on predictions, should) manifest in the future.  
 
Why Algorithmic Prediction? 
 
Human beings are astonishingly good at recognizing patterns and relationships. In fact, the 
capacity comes so easily to us that it is difficult to see the challenge. As children, we learn to map 
patterns of sound to words and meanings; we learn to relate patterns of light and colour, shape 
and depth to objects that we can recognize in the world. Expert poker players (St. Germain and 
Tennenbaum, 2011), and experts in other areas (Dreyfus, 1997), recognize and exploit winning 
patterns in complex games.  Some researchers have shown that participants can intuitively 
evaluate logical syllogisms (Morsanyi and Handley, 2012), and expertise often manifests as an 
intuitive situational understanding (see, e.g., Effken, 2007). One way to interpret these intuitive 
conclusions is as examples of complex pattern recognition.  
 
The next thing you notice, after marveling at the capacity of the human brain to extract these 
critical relationships, is that we get it wrong a lot of the time. Many of these errors arise from 
limitations in the amount of information we can process and the speed at which our brains 
operate (see Simon, 1990, on satisficing and bounded rationality). The results include the 
propensity to see patterns and relationships where none in fact exist (e.g., Chapman, 1967) in 
large part because we often focus on only a subset of relevant information when looking for 
patterns or relationships (e.g., Tversky and Kahneman, 1973). Other limitations become evident 
if you pay close attention: for example, we are more likely to recognize patterns or relationships 
we expect rather than those that surprise us, thus more likely to ignore those that do not match 
prior expectations (see, e.g., Kassin et al., 2013). Some types of error, such as visual illusions, are 
systematic and predictable; others are idiosyncratic, and may even be the result of prejudice and 
bias (Krueger, 1996). 
 
These inaccuracies in our recognition of patterns or relationships become evident when we 
leverage pattern-recognizing capacities to make predictions and/or decisions. There is a 
demonstrated tendency, for example, for employers to prefer male candidates over equally-
qualified female candidates for male-dominated jobs (Koch et al., 2015), and even young children 
hold gender-based stereotypes about occupational roles (Wilbourn and Kee, 2010).  
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Historically, mortgage lending in the US showed significant racial bias against black and Hispanic 
applicants (Myers, 1995). Similar issues occur in the justice system context. Judges demonstrate 
racial bias in bail decisions (Arnold et al., 2018); and police demonstrate a similar bias in vehicular 
stops (Warren et al., 2006). Male immigration applicants are disadvantaged when they appear in 
front of all-male panels (Gill et al., 2019). Indigenous children are over-represented in the 
children’s aid system (Sinclair, 2016), at least in part due to stereotype-based assumptions about 
parenting capacity. In some cases, these biases are evidence of explicit prejudice and 
discrimination, but in many cases the bias is unrecognized and unintentional, possibly a 
manifestation of implicit bias (Jolls and Sunstein, 2006; Kassin et al., 2013) that operates below 
the level of consciousness and results in illusory correlations between variables that are in reality 
unrelated (e.g., Hamilton and Gifford, 1976; Smith and Alpert, 2007). 
 
Automated evaluation systems seem tailor-made to address this difficulty. Computers are not 
subject to the same limits as human beings, and can process immensely amounts of information 
at incredible speeds – and they will only get better in this respect. If the problem with decision-
making is that humans can’t avoid use of the heuristics that lead to biased decisions (Tversky and 
Kahneman, 1974), then one answer is to remove the human factor, and have machines make the 
decisions and evaluations for us. That way the factors – both systematic and idiosyncratic -- that 
lead humans to make biased decisions can be removed. The algorithm, the reasoning goes, is 
fair.  
 
Fair Algorithms? 
 
In some ways and in some cases, this reasoning is absolutely correct. In particular, the use of 
algorithms to make decisions can ensure that idiosyncratic biases are removed from decision 
making (Cowgill, 2019). Unless explicitly designed to do so, an algorithm making a credit risk 
determination will not be swayed by personal connection; neither will an algorithm tend toward 
distrust as a result of an unrelated emotional state (Dunn and Schweitzer, 2005). Indeed, and 
importantly, algorithms have been demonstrated to make ‘better’ – fairer, more consistent, and 
more equitable – decisions than human decision-makers in a wide variety of application domains, 
including mortgage lending (Gates et al., 2002), selection of corporate board members (Erel et 
al., 2018), and employment decisions (Cowgill 2017; see also Kleinberg et al., 2017).  
 
However, algorithmic decisions are neither always nor by all measures fair. Algorithmic bias, like 
human bias, abounds. In 2018, for example, Lam et al. found that Google image searches for 
many professions (including CEOs) under-represented women in the results; Nikon’s ‘blink’ 
detector incorrectly identifies Asian faces as blinking in many images (Garcia, 2015); Facebook’s 
algorithms for delivering targeted advertisements show gender bias (Ali et al., 2019); Equivalent’s 
COMPAS algorithm for recidivism prediction shows, by some measures, racial bias (Angwin et al., 
2016).  
 
These demonstrations of ‘unfair’ algorithms raise a critical question: aside from intentional bias, 
which is outside the scope of this discussion, how does/can bias arise in automated prediction, 
and how can it be addressed?   
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Non-Representative Data 
 
Predictive algorithms extract patterns over the data that is provided. If Nikon’s ‘blink’ detector is 
trained on a dataset that under-represents Asian faces, the resulting algorithm cannot take the 
special characteristics of those faces into account when detecting blinks. If Google uses the 
images that are available online and tagged as ‘CEO’ as the source of image search results, and if 
women are under-represented in that group of images, women will be under-represented in the 
results. If a voice recognition algorithm is trained on male voices, it will under-perform on the 
voices of women. Predictive algorithms require a great deal of high-quality data, and data that 
are unrepresentative or poor quality will result in poor, and potentially biased, predictions. In 
general, ensuring that input data fairly and fully represent the population over which predictions 
are to be made will help to reduce algorithmic bias. The MIT Data Nutrition Project2 is one of a 
number of initiatives to evaluate and certify the quality of the datasets that ‘feed’ algorithmic 
prediction, specifically machine learning applications. In general, those developing and those 
using algorithmic prediction should carefully consider the degree to which the input data reflect 
the full range of circumstances over which predictions are to be made.  
 
In some cases, problems of representation can be more difficult to recognize. Consider an 
algorithm designed to assist graduate programs to select applicants who are likely to be 
successful. The data that are available over which the prediction can be made consist only of 
information about those applicants who have been accepted into the program (or into 
comparable programs). There is no information available about the outcomes for applicants who 
were not accepted into the program. In particular, if acceptance decisions are subject to some 
form of bias (e.g., age-based discrimination), the group subject to discrimination will be under-
represented in the data. The algorithm could, over the available data, identify the pattern that 
distinguishes successful from unsuccessful accepted students; however, there is no way that the 
algorithm could take into account the characteristics that might have made an unaccepted 
applicant successful in the program. Unless the factors that predict success among the 
unaccepted group are consistent with those that predict success in the accepted group, the 
algorithm will be unable to identify potentially successful applicants among the group against 
which there has been historical discrimination.  
 
One source of bias in algorithmic prediction is exclusion. In considering the quality of a dataset 
over which predictions are to be made, it is important to think about who or what is not included 
– and why. The patterns that are extracted, and that are used to make predictions, will not and 
cannot accurately or fairly represent what is absent from those initial data.  
 
Choosing the Wrong Predictors 
 
Surprisingly, one of the most obvious, and ultimately least effective, ways to reduce bias in 
algorithmic decision making is to remove information about protected characteristics – or 

 
2 https://datanutrition.media.mit.edu/ 
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characteristics that identify members of protected groups -- from the dataset. If gender bias in 
employment decisions is a concern, for example, it is possible simply to eliminate gender from 
among the information that is known about applicants. On the surface, this would seem to 
effectively remove any possibility of gender bias: If the gender of applicants is not specified, the 
reasoning goes, that characteristic cannot contribute to any evaluation of candidates.  
 
The problem is that there are many pieces of information about a job candidate that can, 
individually or collectively, signal gender as effectively as an explicit indication. Some of these 
might include the particulars about previous employment (since women are more likely to 
occupy some positions than others), job interruptions (since women are more likely to take 
pregnancy and childcare related leaves), or part-time employment (since women may be more 
likely to juggle family and work responsibilities). The point is that unless the correlated predictors 
are not also removed from the dataset,3   gender could remain as a ‘shadow’ predictor, 
influencing outcomes almost as effectively as if it were explicitly included. The same argument 
applies to almost any categorization variable, including any characteristic that distinguishes 
individuals on a protected ground. Removing the variable does not remove the possibility of bias 
based on that characteristic; indeed, some argue that removing social category information can 
even exacerbate bias by making that bias more difficult to detect (Williams et al., 2018). 
 
The inclusion of social category information among predictors does not necessarily signal bias, 
and removing that information is unlikely to eliminate, and may even in some senses exacerbate, 
bias in predictive algorithms, There are, however, other aspects of the set of variable included in 
the data that underly the predictions that are relevant to questions of bias. In the age of ‘big 
data’, information abounds, and it is easy to assume that more – and more varied – data is better 
for prediction. In considering the value, and potential bias, of a predictive algorithm, however, it 
is important to consider the nature of the data that enters into the predictions. The COMPAS 
algorithm, for example, includes ‘leisure/boredom’ as a potential predictor of recidivism. They 
provide reasonable theoretical motivation for including this variable, and document extant 
research that establishes a correlation between it and the outcome of recidivism (Equivant, 
2019). One might question, however, the defensibility of including this factor in the algorithm 
that is predicting recidivism. Would it not be better to support offenders by offering leisure 
opportunities, rather than (potentially) penalizing those who do not have those opportunities 
available by refusing bail and/or increasing sentences on the basis of an increased predicted risk 
of recidivism? In general, the it is important to ensure that the variable that enter into the 
predictions meet standards of validity (see Raghavan et al., 2019 for a discussion of this issue in 
the context of algorithmic employment screening.  
 
Predicting the Wrong Outcome 
 
Issues of validity can arise with prediction inputs – and the same issues can arise with the 
predicted outcome. The COMPAS system is designed to predict re-offending – but there is no 
way to directly measure that outcome. Instead, the system predicts (based on previous cases), 

 
3 Or unless other statistical measures are taken to create predictors that are unrelated to gender.  
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the likelihood of re-arrest, using this as a proxy for re-offending. It is quickly evident, however, 
that re-arrest is not a perfect indicator of the commission of a new offense, in part because a 
new offense can go undetected and therefore would not result in an arrest. In experimental 
research, the challenge of translating a conceptual outcome to a measurable variable is termed 
‘operationalization’, and it is widely recognized that a specific measure will often only partially 
and potentially inaccurately reflect a concept of interest (see Lehr and Ohm, 2017, for a 
discussion of this issue in the specific context of machine learning).  
 
The use of re-arrest as a proxy for recidivism is not only inaccurate – it is a racially biased outcome 
indicator, since racialized individuals are subject to differential policing and charging practices. 
Racialized individuals are more likely to be subject to police stops (Gelman et al., 2007; Warren 
et al., 2006) and more likely to be subject to drug arrests (Mitchell et al., 2015). The use of 
predictive policing has been demonstrated to lead to the entrenchment of racialized policing 
(Jefferson, 2018), with the result that racialized neighbourhoods receive more policing resources, 
and thus individuals in these neighbourhoods are more subject to policy scrutiny. These 
differential practices are likely to result in a higher incidence of re-arrest for racialized offenders 
– an incidence that is based only partially on the outcome of interest, which is the commission of 
a new offense. Choosing the right outcome variable – one that meets standards of validity -- is 
critical for effective and meaningful prediction.  
 
Biased world 
 
Finally, we come down to the crux of the problem – the issue that, in the end, will in many cases 
defeat the goal of an ‘unbiased’ prediction. To understand this issue, it is critical first to come 
back to the very nature of prediction – looking backwards in order to predict forward. There is, 
in the end, no other choice: in order to make predictions about the future we must look to the 
past, and the only predictions we can make about the future will be based on the patterns and 
relationships that we, or the automated tools we develop, identify in what has come before.  
 
Consider the problem of recidivism detection. If we agree for the moment that the exercise of 
predicting who is likely to reoffend is a valuable one, then we have no choice but to look to what 
we know about past offenders and their behaviour to predict future re-offending. Even if we 
address the problem that new charges are not an accurate measure of new offenses, if we correct 
for the bias created by increased surveillance of black offenders relative to white offenders, if we 
ensure that the pool of data over which predictions are made accurately represents the 
population of offenders -- we are still left with a problem.  
 
Consider the range of characteristics, determined by prior research and theoretical models, that 
are measured by Equivant and used to construct their recidivism predictions. These include, 
among others, scales that assess criminal associates, substance abuse, financial 
problems/poverty, vocational/educational problems, family criminality, leisure/boredom, 
residential instability, and criminal social environment (Equivant, 2019). The theory that relates 
these factors to recidivism is well documented, and the relationships themselves seem logical: 
having few financial resources, relatively little education, associating with other criminals, living 
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in a criminal social environment all seem like factors that would increase the likelihood of re-
offending.  
 
They also seem like – indeed are – factors that would differentially affect racialized individuals. 
In the US, African Americans are over-represented in the criminal justice system (Blumstein, 
2015). African American neighbourhoods tend, in general, to have lower average incomes than 
those in neighbourhood populated by Caucasians (Reardon et al., 2015). Black children in the US 
experience more adversity, including income disparity, than do white children (Slopen et al., 
2015). Even well-off African American youth experience and educational gap relative to their 
Caucasian counterparts (Gosa et al., 2007). This is not the way the world should be – but it is the 
way the world is, and these systematic differences are clearly the outcome of longstanding 
historic biases and prejudice. In the end, the COMPAS algorithm for assessing recidivism 
likelihood might be biased against African Americans because the world is biased against that 
same group.  
 
Those developing predictive algorithms have recognized this problem of ‘bias in, bias out’ (see 
Mayson, 2019, for an extended discussion), and various innovative technical approaches have 
been proposed to mitigate bias. Xu (2019) offers a technical overview of some suggested 
approaches. A careful analysis of the impact of proposed strategies is certainly warranted, and it 
is important to understand the impact of each approach on the bias exhibited in algorithmic 
prediction. Logic would suggest, however, that even the most innovative analytic approaches 
cannot undo the deepest systematic bias inherent in the world, and thus in the data that drives 
predictions, and ultimately in the predictions themselves.   
 
Conclusion 
 
In the end, we have to come back to patterns – the patterns, or relationships, that are inherent 
in our shared history and our shared practices. When all is said and done -- when the right input 
is selected, the right variables are identified, the most sophisticated analytic strategies are 
engaged – predictive algorithms will still exhibit bias, for the simple reason that those algorithms 
can only use the past to predict the future, and bias is a fact of our history. We can’t pin the 
problem on algorithms or those who produce them, and algorithms won’t get us out of the mess: 
because many forms of bias are already ‘baked in’ to the world we live in.  
 
Does this mean that we abandon algorithmic prediction? No. Algorithmic predictions are in many 
cases no worse, and can often be better, than the human predictions they replace, both in terms 
of accuracy, and in terms of bias. Algorithmic predictions can eliminate idiosyncratic biases, 
including those based in explicit prejudice, from decision making. Algorithms can make 
predictions faster than humans, and they can use more data in making those predictions. 
Algorithmic prediction can reduce human workload, and increase human decision-making 
capacity. Moreover, increasingly sophisticated analytic techniques can go some way toward 
addressing bias, potentially assisting us to recognize and mitigate historical decision-making 
biases. 
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Do we unequivocally accept algorithmic prediction? Emphatically, no. There are by now many, 
and will be many more, instances of egregious algorithmic bias arising from intended 
discrimination, problems with case and variable selection, and development of the prediction 
algorithm. Moreover, algorithms, by virtue of their widespread application, can extend and ossify 
existing bias – so there are reasons to reject even those algorithms that are not subject to those 
addressable issues.  
 
What, then, are we to do? Ultimately, there is a choice to be made, and it is incumbent on us – 
as legal professionals, as members of the judiciary, as academics, as developers, as regulators, 
and as citizens – to participate in that choice. In determining whether and when to allow 
algorithms input into critical decisions, we must actively consider the quality of the data, the 
quality of the prediction, the tradeoffs resulting from utilization, and the ethical acceptability of 
automated prediction (Lehr and Ohm, 2017). We must, in the justice system and elsewhere, 
carefully consider the algorithms that we use. We should consider ourselves empowered in the 
evaluation of those algorithms, able to ask questions of developers and question the results of 
processes we do not completely understand. We should, and must, ask for explanations – 
explanations that meet social and policy requirements (Zerilli et al., 2018) – of algorithms and 
algorithmic decision making. We must demand audits (Lepri et al., 2018), including fairness audits 
that explicitly test for bias against protected groups (Saleiro, 2018) of algorithmic decision tools. 
We must, in the end, be active participants in decisions about whether, and how, to automate 
decisions.  
 
Finally, a ‘different take’ on the issue of patterns. Automated tools, based on complex 
multivariate analyses or increasingly sophisticated machine learning approaches, have the 
capacity to ‘surface’ patterns that might otherwise remain invisible. With respect to bias, this is 
both the Achilles heel and the undeniable power of algorithms. The risk is that indiscriminate use 
of algorithms can lock us in to pre-existing and subtle patterns of discrimination and bias. The 
promise, however, can be equally important: those same techniques can alert us to 
discriminatory and biased practice (Haijan et al., 2016), and they can serve as an audit on human 
decision processes (e.g., Leavy, 2018), or even allow intervention to eliminate those practices 
(Daugherty et al., 2019).  
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